MATHEMATIQUES

CHAPITRE 7
Lois des probabilités discretes

—



Connaitre le cours

1. Conditionnement et indépendance
*1. Rappel de probabilités conditionnelles

Définition
Soient A et B deux événements tels que P(B) # 0.
La probabilité conditionnelle de A sachant B est le nombre, noté F,(A), défini par :
_P(ANB)
Fy(A)= ~PB)
Propriété : Formule de Bayes
Soient A et B deux événements tels que P(B) # 0.

Ona:
Py(A)x P(B)= P,(B)x P(A)
ou encore
P, (B) X P(A)
="
v Exemple
On considére des événementsN, V et G d'un univers de probabilité tel qu'on 0lg
ait construit I'arbre ci-contre. 0,5 .-N =
096G
On en déduit que P(G)=0,15. 02 g
D'aprés I'arbre,ona R (G) =0,1. 05 ™y <"
On peut calculer : 08 G
B (G)xP(V) 0,2x0,5 2
Fe(v) = P(G) 015 3
Définition

On dit que deux événements A et B de probabilités non nulles sont indépendants lorsque
P(ANB)=P(A)x P(B).

Proprieté
* A etB sont indépendants si et seulement si P, (B) = P(B).
* A et B sont indépendants si et seulement si By (A) = P(A).

» 2. Théoréeme des probabilités totales

Propriété (admise) : Théoreme des probabilités totales
On considere un univers Q et {A,; A, A;, ..., A } une partition de I'univers en n événements
AL ALA,, ... A, de probabilité non nulle (Iintersection des évenements deux a deux est vide et
Q=AUA, UA;U...UA).
Pour tout événementB de 2, on a:
P(B)=P(BNA)+PBNA,)+...+P(BNA,)
= P(A)x Py (B) + P(A;)x Py, (B) +...+ P(A,)x P, (B).
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Méthode D Reéinvestir les probabilités conditionnelles

Le service publicitaire d'une grande enseigne de téléphonie a procédé a une enquéte sur le
comportement de sa clientéle. On suppose que l'enquéte porte sur un nombre suffisamment grand de
personnes pour assimiler les pourcentages aux probabilités sorrespondantes.

Il a été observé que 60 % des acheteurs de téléphone sont des femmes. 30 % des femmes qui entrent dans
la boutique achétent un téléphone alors que cette proportion est de 55 % chez les hommes.

Lorsqu’une personne entre dans la boutique, on note les événements suivants :
* F:« La personne est une femme » ;

* H: «La personne est un homme » ;

* T: «La personne achéte un téléphone ».

o Ecrire, avec des symboles mathématiques, la probabilité que la personne n'achéte pas de téléphone

sachant que c'est une femme qui est entrée dans la boutique. Combien vaut cette probabilité ?

e Interpréter avec une phrase la probabilité £,(T). Combien vaut cette probabilité ?

' B.(T)= 0,7, car 30 % des femmes qui entrent dans la boutique achétent un téléphone, donc 70 % n'en
achétent pas.

7 R,(T) est la probabilité qu'un téléphone ait été acheté sachant qu’'un homme est entré, 55 % des hommes
qui entrent dans la boutique achétent un téléphone, donc B,(T) =0,55.

Méthode B Utiliser la formule des probabilités totales

Lors de I'étude de la fiabilité d'un test de grossesse, on a obtenu les résultats suivants :
* 99 9% des femmes enceintes obtiennent un résultat positif a leur test ;
* 96 % des femmes qui ne sont pas enceintes obtiennent un test négatif.

Une étude a également montré que 70 % des femmes qui achétent ce test de grossesse sont
véritablement enceintes.

On choisit une femme au hasard parmi celles qui achétent ce test de grossesse.
On note E I'événement « Etre enceinte » et T I'événement « Obtenir un test positif ».

o Construire un arbre de probabilité représentant cette situation.
9 Calculer P(T).
e Une femme a obtenu un test positif. Quelle est la probabilité qu’elle soit enceinte ?

Donner le résultat exact sous forme de fraction irréductible puis une valeur approchée au milliéme,

D'aprés I'énoncé P, (T)= 0,99 et P (T) = 0,96. 099 1
_ 07 E =

' On utilise la formule des probabilités totales car {E; E} est une partition de Q. 001 T
P(T)= P(E)x R.(T)+ P(E) x B¢ (T) g NI
=0,7%0,99+0,3x0,04 03 E<_

= 0,705 096 '

= Oncherche P, (E).

P(T)=x P(E
On a, d'aprés la formule de Bayes, P; (E) = £( fj(ii') © = 0‘%9;650'7 = % = 0,983.
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2. |

Soit X une variable aléatoire définie sur un univers Q et a valeursdans {1; 2; 3; ...; n}.
On dit que X suit la loi uniforme sur{1; 2; 3 ; ... ; n} lorsque :

pourtoutk € {1; 2; 3; ... ;n},P(X:k)z%.

v Exemples

® Un professeur souhaite interroger un éléve au hasard dans sa classe de Terminale qui contient

35 éleves. Pour cela, il considére la variable aléatoire N qui, a chaque éléve, associe son rang dans
I'ordre alphabétique de la classe.

Il annonce alors a haute voix et de maniére aléatoire une valeur de N

L'univers £ est I'ensemble des 35 éléves. Aucun éléve n'a de raison d'étre plus souvent interrogé qu'un
autre. La variable N prend pour valeurs{1; 2; 3; ...; 35}.

Pour tout entier k compris entre 1 et 35, P(X = k)= 35
Nsuit la loi uniforme sur {1; 2; 3; ... ; 35}.

® Une roue de loterie posséde huit secteurs colorés.

Quand la roue s‘immobilise, le secteur désigné par la fleche détermine I'issue
de I'expérience aléatoire.

Les secteurs Bleu et Jaune rapportent 2 points. Les secteurs Rouge et Vert
rapportent 1 point.

On suppose que chaque secteur a la méme probabilité d'apparaitre.

La variable X, qui a chaque issue, attribue le nombre de points, suit la loi
uniforme sur {1; 2}. En effet, P(X = 1) est la probabilité de I'événement « Le secteur désigné est rouge

ou vert ».

Donc P(X =1)= 8 % -‘%—%

De méme, P(X = 2) est la probabilité de I'évenement « Le secteur désigné est bleu ou jaune ».
Donc P(X = 2)— 3 %:%_%

Soit X une vériéble aIé.atoirF; .c.1ui.sui.t. la loi u.nifo.rr.'ne .s.ur{1,; sl Cree e T

L'espérance mathématique de X vaut E(X) = ”TH.

Pourtoutentierkavec1=k =n,onaP(X =k)= %

1 1 1

L'espérance vaut, par définition, £(X )= 1x; ;+3x; ]

+2x +...+nxX—
n

LD

Oronsaitquel+2+...+n .”(”2+1)
n(n+1)
5 i _T—R(H+1)_H+1
On en déduit que E(X) = £ =20 J=ntl

Remarque

On interpréte I'espérance mathématique comme étant une moyenne théorique.
Si on réalise un grand nombre de fois, a 'identique, I'expérience aléatoire, la moyenne statistique des
valeurs obtenues par la variable aléatoire sera trés proche de I'espérance.
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Méthode D Modéliser par une loi uniforme

On considére une urne qui contient quatre boules vertes, deux boules

bleues, deux boules rouges, trois boules orange et une boule jaune. @ @
On tire au hasard une boule dans I'urne. L'obtention d'une boule bleue @

ou d'une boule rouge rapporte 1 point. L'obtention d'une boule verte

rapporte 2 points et I'obtention d’une boule orange ou d'une boule 0 o

jaune rapporte 3 points. 0 @ @

On note X la variable aléatoire qui compte le nombre de points

obtenus aprés le tirage d’'une boule de l'urne. @ @ "3> @

* Montrer que X suit la loi uniforme sur{1; 2 ; 3}.

» Comme chaque boule a la méme probabilité d'étre obtenue (situation d'équiprobabilité), on peut utiliser
nombre d'issues de A

laformule P(A) = - - ;
nombre dissues de |'univers

Les valeurs possibles de X sont 1,2 et 3.

P(X=1) est la probabilité de I'événement « Obtenir une boule bleue ou une boule rouge ».
W R S N B |

Donc P(X =1)= 13712133

* P(X = 2) est la probabilité de I'événement « Obtenir une boule verte ».

DoncP(X:2):%:%

» P(X = 3) est la probabilité de I'événement « Obtenir une boule jaune ou une boule orange ».

DoncP(X:3):%+%:%'

P(X=1)=P(X=2)=P(X=3)= % donc X suit la loi uniforme sur {1; 2 ; 3}.

Méthode B Utiliser une loi uniforme

Une variable aléatoire X suit une loi uniforme sur {1;2;...; 100}.
€ Déterminer P(X = 50), P(X < 25), P(10 < X =< 30) et P(X = 60).
9 Calculer son espérance mathématique et interpréter le résultat.

L
100°
» L'événement (X = 25) contient tous les événements élémentaires de 1 a 25.

» L'événement (X = 50) est un événement élémentaire. Donc P(X =50) =

1 1
g = R — .
Donc P(X = 25)=25x TG 0,25

» L'événement (10 = X = 30) contient les événements élémentaires de 10 a 30 compris.lly en a 21, donc

1.2
P(10< X <30)=21x—L =21 _ 0,21
( )=21X756 =100

* L'événement (X = 60) contient tous les événements élémentaires de 60 a 100 compris. Il y en a 41, donc
1 41
= = —_— = 2
P(X = 60)= 41X 505 = 70v= 0,41
©) Xsuitune loi uniforme sur{1;2; ... ; n} avec n = 100.

Donc E(X) = ”T” = % =50,5.

Si on réalise un trés grand nombre de fois a I'identique I'expérience aléatoire associée a la variable aléatoire

X, la moyenne statistique des valeurs obtenues sera trés proche de I'espérance 50,5.
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, 1. Loi de Bernoulli

Dans un univers £, on considére un événement nommé S. On note E I'événement contraire de S
dans €.

On appelle épreuve de Bernoulli une expérience aléatoire qui comporte deux issues: S et E.
L'événement S s'appelle le « succés ». L'évenement E s'appelle « I'échec ».

Dans une épreuve de Bernoulli, si P(S) = p, alors P(E)=1-p.
2—S

Représentation en arbre : Tirage
1-p E

v Exemple

Dans un jeu de 32 cartes indiscernables au toucher, on choisit une carte au hasard. On s'intéresse a
I'événement S : « La carte tirée est un as ».

On a alors une épreuve de Bernoulli ot S est le succés.

Il'y a équiprobabilité du choix d'une carte parmi les 32 cartes du jeu.Ona alors :

P(s) = —nombre das _ 4

A
nombre de cartes 2 8

L'échec E consiste a ne pas tirer un as.On a donc P(E) = %

, 2. Schéma de Bernoulli

Soit n un entier naturel.

L'expérience aléatoire qui consiste a répéter n fois de suite, de maniére indépendante, une épreuve
de Bernoulli est appelée schéma de Bernoulli.

Un schéma de Bernoulli est caractérisé par deux parametres : le nombre de répétitions n, et la

probabilité du succés p.

v Exemple fer 2e 3e

On lance trois fois de suite une piéce de monnaie bien tiage  tirage  tirage lIssue
équilibrée. P_—s 555
On considére que le succes est I'obtention de Pile. p 51< E SSE
Chaque lancer est une épreuve de Bernoulli. S .

On répéte trois fois de suite cette épreuve de Bernoulli, & i P_-5s SES
de maniére indépendante. E1< E SEE
On obtient un schéma de Bernoulli de paramétres £

S ESS
n=3etp= % 5 5<
ESE
1 P_-§ EES
-p E<
E EEE
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Méthode n Modéliser par une épreuve ou un schéma de Bernoulli

Une urne contient 30 jetons noirs et 5 jetons rouges, indiscernables au toucher.
On choisit au hasard un jeton dans l'urne et on regarde s'il est rouge.

o Montrer qu'on peut modéliser cette situation par une épreuve de Bernoulli.
Quel est le succés et sa probabilité ?

9 a. Une fois le jeton tiré, on le remet, on mélange et on choisit un deuxiéme jeton de l'urne. On le remet a
nouveau, on mélange et on choisit un troisieme jeton dans l'urne.

On note X la variable aléatoire égale au nombre de jetons rouges obtenus au bout des trois tirages.
Cette expérience aléatoire peut-elle étre considérée comme un schéma de Bernoulli ? Si oui, préciser ses
paramétres n et p.

b.Si, a chaque tirage, on ne remet pas le jeton dans |'ume, peut-on encore modéliser par un schéma de
Bernoulli ?

On considére que I'événement S « Tirer un jeton rouge » dans l'urne est un succes. L'événement E « Tirer un
jeton noir » est donc un échec.
Tirer un jeton de l'urne et regarder sa couleur peut donc étre considéré comme une épreuve de Bernoulli
de paramétre p= P(S) == =1,

(-} 2. Commeil y a remise du jeton tiré, la composition de I'urne ne change pas au deuxiéme tirage ni au
troisiéme tirage. Les tirages successifs sont donc indépendants.

Cette expérience aléatoire peut étre considérée comme un schéma de Bernoulli de paramétres p = 71 et

n=3.

». Comme il n'y pas de remise du jeton tiré, la composition de l'urne change au deuxiéme tirage puis au
troisieme tirage. Les tirages successifs ne sont donc plus indépendants.
Cette expérience aléatoire ne peut pas étre modélisée par un schéma de Bernoulli.

B Utiliser un schéma de Bernoulli

Sur le trajet qui améne un éléve au lycée, il y a quatre croisements successifs avec des feux qui ne sont pas
synchronisés. Pour chacun des feux, le rouge dure 30 secondes, 'orange 2 secondes et le vert 20 secondes.
On suppose que la couleur d’'un feu ne dépend pas de la couleur précédente et que I'éléve s'arréte au
rouge et a l'orange.

* Quelle est la probabilité que I"éléve a vélo ne doive s'arréter a aucun feu ?

On considére I'épreuve de Bernoulli, de succés I'événement S « Arriver devant un feu au vert ».

Le feu vert dure 20 s sur la durée totale du feu qui est 30 +2 4+ 20 = 52. Donc P(S) = %

Cette épreuve est répétée quatre fois de facon indépendante.

On peut donc modéliser cette situation par le schéma de Bernoulli de paramétresn=4et p= %

L'éléve ne s‘arrétera a aucun feu signifie que le feu est chaque fois vert. On cherche donc la probabilité de
I'événement SSSS.

4
On a P(5555) = (%) ~0,019.
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4, C

Soit n un entier naturel et p un réel appartenant a [0 ; 1]. On considére un schéma de Bernoulli de
paramétres n et p.
Le nombre de fagcons d'obtenir exactement k succés (k entier haturel avec 0 < k < n) s'appelle

coefficient binomial. Il est noté(:], et se lit «k parmi n ».

% Exemple S
5 < : S<

Dans une épreuve de Bernoulli de paramétre n = 3, le nombre de E

facons d'obtenir exactement deux succés est 3. S

On peut en faire rapidement une liste ordonnée : SSE, SES, ESS. E< S

Cela correspond aux trois chemins dans |'arbre qui contiennent £

deux succés.

S
Onadonc(3]:3 S<
2 E

Dans un schéma de Bernoulli, (” est le nombre de chemins dans I'arbre contenant exactement k
: k
succes.

Pour tout entier naturel n et tout entierk tel que0 = k=n,ona:

(o))

. (:] = ( 2 k] (propriété de symétrie) ;

esikz0,[ " |+|" :(" 1) (propriété daddition).
(k = 1] (k e
On peut les présenter dans un triangle de Pascal.

n Blo|1]2|3|s]|s|s|7]|0 Triangle de Pascal

o 1 Les coefficients binomiaux se calculent de proche en proche
a l'aide de la propriété d'addition.
Un mode de génération de ce tableau

—_
—
—_

2 1]2]1 » Le triangle de Pascal se construit en mettant des 1 sur la
3113|231 premiére colonne et sur la diagonale.
. EIMRANE » Chaque case est obtenue en faisant la somme de deux
cases de la ligne du dessus comme indiqué sur les couleurs
5 T|5|10/10|5 (1 ‘
ci-dessous.
6 116 |15(20|15(6 |1 v B
72 |17 |21|35|35|21| 7|1 1-3 +’
8 1 8 2856 70 56 28 8 1 146:,1
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Méthode D Calculer des coefficients binomiaux avec un arbre ou la calculatrice

o Déterminer, sans calculatrice, les coefficients binomiaux (:g], (115] et (:i]

e A l'aide la calculatrice, déterminer les coefficients binomiaux ( 1;]], (150] et (9]

4
w Solution commentée

o « Il n'y a qu'une seule facon d'obtenir 18 succés parmi 18 répétitions d'une épreuve de Bernoulli. Donc (: gj =1

« Ily a quinze facons d‘obtenir un succés parmi 15 répétitions d'une épreuve de Bernoulli.

Donc(115]:15.

* En utilisant les propriétés des coefficients binomiaux (:z] :(115] =15.

Tl Casio Numworks
e NHORHAL FLOTT AUTO REEL RAD MP n

45

126

Méthode B Calculer des coefficients binomiaux avec les propriétés

o On donne(zsj = 2300. Calculer(zs}
3 22

© on donne(g] =84 et (3] = 36. Calculer (1;]]

|aN

w Solution commentée
25 ([ 25 Y_(25)\_ 9),(9)_(10)_ B
00na(22]—(-25*22]—(3]m23(}0 6(6]+(7]_(7]_84+36_120

Méthode B Calculer des coefficients binomiaux avec le triangle de Pascal
A l'aide du triangle de Pascal, calculer (6], (;] et (7]
4

5
w Solution commentée

=

g 1|2 3| 4
n
On construit le triangle de Pascal jusqu’ a n=7 et k=4 pour pouvoir calculer 0 1

les coefficients binomiaux demandés. i e

2 1) 2

(61215;(7]235 © EEE
4 3 5 EE 1
HERARUE | g
= = = 6 1|6 15
3 =% 2 7 1| 7 35
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5. Loi binomiale :

*ua,,um‘,,,l‘fg'

’ 1. Définition et caractéristiques

Définition

Soit n un entier naturel et p un réel appartenant a[0 ; 1]. On considére un schéma de Bernoulli de
parameétres n et p. On note X la variable aléatoire qui compte le nombre de succes au cours des n
répétitions.

On dit que X suit la loi binomiale de paramétres n et p et on note X suit%(n ; p).

Remarques

® Sin=1, I'expérience se résume a une épreuve de Bernoulli. La variable aléatoire qui compte le
nombre de succés ne prend que deux valeurs : 0 et 1. On dit alors que X suit la loi de Bernoulli.
® Pourn =1, X prend toutes les valeurs entiéres de 0 a n.

Propriété
Soit X une variable aléatoire qui suit une loi binomiale &B(n ; p).

Pour tout entier naturel ktelque 0 < k =n,ona P(X =k) = (;] pF—-pr -

» 2. Représentation graphique de la loi binomiale

Loi B(20; 0,5) Loi (100 ; 0,3)
AP =K APX =K
0,18 4 0,094
0,16 4 0,084
0,14 4 0,07
0,12 4 0,064
0,104 0,054
0,08 - 0,044
0,06 1 0,03+
0,04 - 0,02 4
= I
iy | | ' 5 ||| ||| 5
0 T T ¥ ¥ 1 T T ¥ LI 0 L) T ¥ LI
2 4 6 8101214161820k 10 20 30 40 50k

» 3. Espérance, variance et écart type d’une loi binomiale

Propriétés (admises)

Soit X une variable aléatoire suivant une loi binomiale #B(n ;p).On a:
*E(X)=np

*V(X)=np(1-p)

*o(X)=V(X) =np(1-p)

Remarque
Si X suit une loi de Bernoulli 9B(1; p), alors E(X) = p.
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Méthode D Reconnaitre et utiliser la loi binomiale

On lance trois fois une piéce bien équilibrée.

» Déterminer la loi de probabilité de la variable aléatoire X qui compte le nombre de fois ot I'on a obtenu
Pile au cours des trois lancers.

On appelle Succés le fait d'obtenir Pile lors du lancer de la piéce.

Chaque lancer étant indépendant des précédents, |'expérience aléatoire qui consiste a lancer trois fois de
suite la piéce est un schéma de Bernoulli de paramétresn=3 et p=0,5.

On appelle X la variable qui compte le nombre de fois ol I'on a obtenu Pile au cours des trois lancers.

La variable aléatoire X suit donc la loi 93(3 ; 0,5).

aP(x:O):( ]p (1-py°=0,5=0,125

*P(X=1) ]p('l pr'=3x%x0,5=0,375

2

W

-
*P(X = 2=(3]p (1- p)*? =3x%0,5°=0,375
*P(X=3) (

3];;3(1 3 -0,5°=0,125

l

Méthode B Calculer des probabilités a la calculatrice

Soit X une variable aléatoire qui suit la loi binomiale Z3(8 ; 0,3).

o Déterminer a la calculatrice P(X = 2), P(X = 4) et P(4 = X = 6).0On arrondira au millieme.

9 Déterminer l'espérance E(X), la variance V(X) et I'écart type o(X) de X avec la calculatrice.

9 a. Déterminer la valeur approchée, arrondie a I'unité pres, de E(X)—20(X) et de E(X) + 26(X).
b. En déduire la probabilité de I'événement {E(X ) - 26(X) = X = E(X) +20(X)}.

' En utilisant une calculatrice, on trouve :
P(X =2)=0,296 arrondi 2107,
P(X =4)=0,942 arrondi 21073,
P(4= X <6)=0,193 arrondi 21072,

“E(X)=nxp=8x0,3=2,4
*V(X)=nx px(1- p)=8x0,3%x0,7 = 0,168.

- 0(X)= 40,168 = 0,410

1.OnaE(X)-20(X)=2etE(X)+20(X)=3.
b.0Onadonc:

P(E(X)-26(X)< X < E(X)+20(X)) = 0,55.
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1. Définition et caractéristiques

Soit p un réel appartenant a[0; 1].

On considére une épreuve de Bernoulli dont la probabilité du succés est p. On répéte I'épreuve de
Bernoulli de maniére indépendante.

On note X la variable aléatoire qui compte le nombre de répétitions nécessaires pour obtenir le
premier succes. On dit que la variable aléatoire X suit la loi géométrique de paramétre p et on note
X suitG(p).

Remarques

La variable X peut prendre toutes les valeurs entiéres k = 1.

Soit X une variable aléatoire qui suit une loi géométrique 4 (p).
Pour tout entier naturel non nul k, P(X = k) = px(1- p)* .

On répéte I'épreuve de Bernoulli jusqu‘a I'obtention du premier succes. Avant le premier succes, il y a
eu k —1échecs. Comme les répétitions sont indépendantes, on effectue le produit des probabilités des
k —1échecs et du succes.

Soit X une variable aléatoire suivant une loi géométrique %4(p).
Pour tous entiers naturels k et € non nuls, ona P{x )k)(x >k+€)=P(X = €).

Remarque

On dit que X est sans mémoire. Cela signifie que la probabilité que X prenne des valeurs supérieures a
k + € sachant que X prend des valeurs supérieures a k ne dépend pas de k mais seulement de ¢.

2. Représentation graphique

%(0,3) %(0,5)
MPX =k
P(X=k) gal TR
041
2 03
0,2 o
01 g
T I‘ ! ! ! | I} Li T T > 0,1‘— | | | |
ol 1 234567891k e ———
0l 1 234567 8 9101112k

3. Espérance, variance et écart type d’une loi géométrique

Propriétés
Soit X une variable aléatoire suivant une loi géométrique 4(p).
1
*E(X)==
(X) =

1-

<l

1-
s V(X)= —E‘P—et par conséquent g(X) = {V(X) =
P
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Méthode D Calculer des probabilités avec une loi geométrique

Au basket, un joueur réussit 38 % de ses lancers francs. Les lancers sont supposés indépendants.
On s‘intéresse au nombre de lancers avant de marquer un panier.

o Montrer que |'on peut modéliser la situation par une loi géométrique dont on donnera le paramétre.
9 Quelle est la probabilité qu'il réussisse son premier panier au quatriéme essai ?
e Il a droit a quatre essais. Quelle est la probabilité qu'il réussisse un panier avant son quatriéme essai ?

Chaque lancer est une épreuve de Bernoulli de succés I'événement « Marquer un panier » de probabilité
p =0,38. Comme chaque lancer est indépendant du ou des précédents, la variable aléatoire X égale au
nombre d’essais jusqu’a ce que le joueur marque un panier suit la loi géométrique %(0,38).

) La probabilité qu'il réussisse son premier panier au quatriéeme essai est :
P(X =4)=(1-0,38)’ x 0,38 = 0,091,

Le joueura pu réussir dés le premier essai, ou au second ou au troisieme essai.
P(X <4)=P(X=10)+P(X=2)+P(X=3)=0,38+0,62x0,38+0,62%2 x 0,38 = 0,762 _

Méthode B Modéliser par une loi géométrique

En septembre 2019, on peut lire dans le journal anglais The Sunday Mirror : « En Ecosse, la famille B., aprés
10 naissances de garcons, a eu le bonheur d'avoir une fille, Cameron. »

On suppose que lors des naissances d'enfants dans une famille, la probabilité d'avoir une fille ou un
garcon est la méme et ne dépend pas des enfants nés précédemment.

o Montrer que I'on peut modéliser cette situation par une variable aléatoire X qui suit une loi géométrique.

e Quelle est la probabilité que, parmiles naissances au sein d’une famille, la premiére fille soit le onzieme
enfant ?

Comme les naissances fille/garcon peuvent étre considérées comme équiprobables, et que les naissances
successives sont indépendantes, on peut modéliser cette situation par la loi géométrique %(0,5).

) Soit X la variable qui compte le nombre de naissances qu'il faut attendre dans une famille avant d’avoir une
fille. La probabilité cherchée est alors P(X =11)=0,5'° x 0,5 = 0,5'" = 0,0005.

Méthode B Utiliser la loi sans mémoire

Un jeu de dé consiste a lancer un dé jusqu'a obtenir un 6. Un joueur a déja lancé son dé dix fois sans
obtenirde 6.

= Quelle est la probabilité qu'il sorte au moins au treiziéme lancer ?

On considére l'expérience aléatoire qui consiste a lancer un dé. L'universest 3 =1{1; 2; 3; 4; 5; 6}.
Si on considére le succés « Obtenir un 6 », on a alors une épreuve de Bernoulli. La répétition de maniére
indépendante des lancers du dé est un schéma de Bernoulli. Soit X la variable qui compte le nombre de

lancers jusqu’a obtenirun 6. La variable aléatoire X suit une loi géométrique ‘é(%)

On sait que le 6 n‘est pas sortilors des dix premiers lancers.

La probabilité que le 6 sorte au moins au treiziéme lancer est :

Pyorgy(X >12)= P(X > 2)=1-(P(X = )+ P(X = 2)):1—(%+%x%): 220,639

Aprés avoir lancé sans succés le dé dix fois, la probabilité que le 6 sorte au moins au treizieme lancer est
égale a la probabilité que le 6 sorte au moins au troisieme lancer.



